Summary of OSSE meetings and progress
in November 2007 and December 2007
Draft 080108
This summary include input from following meetings and follow up  E-mail communications

##### List of Meetings #######
November 1, 2007 :  General OSSE meeting
November 6, 2007:  Sakari Uppala of ECMWF visited EMC

November 13, 2007 :  Seminar by Matthew McGill at GMAO about simulation of NASA DWL

November 29, 2007: Meso-regional OSSE subgroup meeting

December 6,2007:  Radiation subgroup meeting

December 19-21:  E-mail discussion on meso-regional OSSEs
######   List of attendees and presentation  at each meetings #######
[OSSE general Meeting on November 1, 2007]
Attendees
Ron Errico, Zoltan Toth, Fuzhong Weng, Oreste Reale, Gail McConaughy, Jack Woollen, Joe Terry,  Runhua Yang, Haibing Sun,   Yuchang Song, Tong Zhu,  Chaojiao Sun, Juan  Jusem,  Joe Ardizzone, Michiko Masutani

Teleconference:

Erik Andersson - ECMWF

Tom Schlatter, Nikki Prive,   Dezso Devenyi  - ESRL

Chris Hill  - MSS
Hans Huang - NCAR

Gil Compo - ESRL

Appologie for absence

Lars Peter  Riishojgaard  in other meeting 
Yuanfu Xie - on travel

Agenda: 
Summary of progress:  Michiko Masutani 
Plan for Ensemble aspect of OSSE including ETKF: 

 






Zoltan Toth and Yucheng Song 
Simulation of RAOB drift  


Joe Terry and Jack Woollen 
Progress in simulation of radiance.  

Tong Zhu, Jack Woollen, and others 
NASA portal status 

Presentations posted at

http://www.emc.ncep.noaa.gov/research/JointOSSEs/NR/Nov07/ 

Y. Song_Adaptive targeting strategy in OSSE_071101.rev.ppt

reference and description of ETKF is added.

Terry_raob_drift_071101.ppt

Zhu_NR-CRTM-GOES1.071101_rev2.ppt
Some typo are fixed and introductory slides are added.
[Meeting with Sakari Uppala  Nov. 6,2007]

Attendee:  Sakari Uppala(ECMWF) Jack Woollen, Michiko Masutani

We found a drift from analysis during the first few weeks of the Nature run. Sakari Uppala commented that may mean analysis is wrong and truth may be between analysis and the Nature run. 
ECMWF is considering free forecast run using reanalysis model. That will be low resolution NR and interesting to look at.

http://www.emc.ncep.noaa.gov/seminars/presentations/2007/Uppala_NCEP_MS.ppt

[Seminar at GMAO by Mathew McGill on Nov.13,2007]
Presentation about Global Wind Observing Sounder (GWOS ) by Mathew McGill.

Michiko visited from NCEP.

[November 29, 2007: Meso-regional OSSE subgroup meeting]
Attendee

Fuzhong Weng, Jack Woollen, Tong Zhu, Jim Purser, Runhua Yang,  Michiko Masutani

Telecom

Steve Weygandt,  Tom Schlatter, Nikki Prive, Yuanfu Xie,   Dezso Devenyi-ESRL

Pat Fitzpatrick, Chris Hill, Valentine Anantharaj-GRI/MSS

Bob Aune- SSEC/Wisconsin

Agenda:

MSS presented their plan for meso scale OSSE

msu_20071129_sat-meso-osse.ppt
Michiko presented the progress in NICAM  (global non hydrostatic cloud resolving model)

Agenda_and_Plan_071129.draft.ppt
(Some material are removed as they are not published.)

Materials are posted at

http://www.emc.ncep.noaa.gov/research/JointOSSEs/NR/Nov07/071129/
[December 6,2007:  Radiation subgroup meeting]
Attendee

Jack Woollen, Jim Jung, Daved Groff, Runhua Yang, Haibing Sun, Tong Zhu, Michiko Masutani

Telecom

Yuanfu Xie, Daniel L Birkenheuer  (ESRL)

Materials are posted at

http://www.emc.ncep.noaa.gov/research/JointOSSEs/NR/Dec07/
including recording of the meeting.  WS_30001.WMA will be deleted when this location is linked.

##### Summary by subject######
[OSSEs for Adaptive targeted observation]
http://www.emc.ncep.noaa.gov/research/JointOSSEs/NR/Nov07/YSong_Adaptive targeting strategy in OSSE_071101.rev.ppt
Yucheng and Zoltan presented their plan and for adaptive targeted OSSE experiments.  Since quite a few people are not familiar with ETKF, references and brief explanation are added to the presentation.
The best reference:

Bishop C. H., B. J. Etherton, and S. J. Majumdar, 2001: Adaptive sampling with the ensemble transform Kalman filter. Part I: Theoretical aspects. /Mon. Wea. Rev/, *129*, 420–435. 

[Raob Drift]
Presentation by Joe Terry is posted

http://www.emc.ncep.noaa.gov/research/JointOSSEs/NR/Nov07/Terry_raob_drift_071101.ppt
Erik Andersson expressed the interest in OSSEs to test impact of RAOB drift.  The presentation is about the work Joe did some time ago using T213 NR.
Drift in RAOB has been included in NCEP analysis and Erik Andersson has been interested in to evaluate the impact.     Considering RAOB drift become more important as model resolution increase.  Accuracy in RAOB data become less important when mode satellite data available.  Since  high resolution model will be used for the period with less satellite data in reanalysis, RAOB drift may become more important.

Erik ANdersson 071129


The drift should be taken into account in generation of the simulated observations from the NR. This is because RAOBS drift in the real world, and so the simulated ones should drift too. To do this we need a tool that can calculate the drift faithfully, similar to how a real baloon would ascend and drift with the wind. 

Before the drift-tool is used in NR simulations, I would suggest that it should be demonstrated that it is doing the right thing (=can approximately reproduce the drift of real sondes). This can be done by using it within the ordinary NWP system, to predict the actual position of the raob data for the calculation of obs-bg departures, from the known launch time, assumptions on the ascent speed, and the NWP winds. The use of the drift-tool must result in SMALLER departures, compared to not using it. The departures should be studied for u,v,T,q. 

Study of the magnitude of the difference, with/without accounting for the drift, would be very interesting per se. If the difference is significant that could be used as an argument to make the transition to WMO BUFR radiosonde reports on the GTS (which will contain the actual sonde position including the drift) more urgent. Currently only very few countries issue their sonde data in the new format, and I think by quantifying the benefit might speed up the process. 

At the second stage of the OSSE, when the simulated data are assimilated in an NWP system, the drift may or may not be accounted for. That decision does not depend on whether the data were simulated from the NR with/without the drift. However, the specification of observation error might be different in the two cases, respectively. 

Regards, Erik 


[Progress in Simulation of GOES Radiance for OSSE]
Updated presentaiton by Tong Zhu is posted at 

http://www.emc.ncep.noaa.gov/research/JointOSSEs/NR/Nov07/Zhu_NR-CRTM-GOES1.071101_rev2.ppt
GOES data is simulated to test impact of GOES in simulation experiments in comparison with impact of real data.  

OSSE for GOES will serve as a calibration for GOESR OSSE.

NCEP and NESDIS are working to set up the scripts to produce radiance data while GMAO is developing a sampling method, cloud clearing algorithm, and error assignment for simulated radiance data.

In this work data for cloudy areas will be simulated and TCC values (or other values) to help with cloud masking will be attached for use in quality control. A pre-processor will be written to discard radiances for cloudy conditions.   

This work also include estimation of resources required.

When GMAO is ready with the cloud clearing algorithm, that will be included as a pre-processor.  
This work showed that data are processed reasonably.  Decoding, interpolation, and CRTM are working.

Weather patterns in presented figures are produced by water and ice in the cloud.  These radiance data are most likely contaminated by cloud and are not assimilated by DAS.

Since GSI simulates radiance as a clear radiance, simulating only clear radiance is considered to be the first step.  Various sampling strategies are considered.

[update in wgrib and grib2ctl.pl]

Some ID (78,79 and more) came out undefined using old wgrib
http://www.ecmwf.int/services/archive/d/parameters/order=grib_parameter/table=128/
78 Total column liquid water TCLW kg m**-2 128 Yes

79 Total column ice water TCIW kg m**-2 128 Yes

Beta version of wgrib and grib2ctl.pl are posted.  They are to be tested by OSSE group.

wgrib

http://www.cpc.ncep.noaa.gov/products/wesley/wgrib.html
The new beta version includes additional variables.

grib2ctl.pl
http://www.cpc.ncep.noaa.gov/products/wesley/grib2ctl.html
New beta version of grib2ctl is posted by Wesley.  This version detects ECMWF files and set the ec_gbl flag.  Add the option of linear interpolation -pdef_linear.   Using the nearest neighbor is default to speed up the performance.

[Meso-Regional OSSE]

Steve Weygandt strongly recommended to conduct regional OSSE using T799 NR before generating regional high resolution NR.

Michiko presented the progress in NICAM  (3.5 km resolution, global non hydrostatic cloud resolving model)   Global meso scale model does not have problems of lateral boundary condition which regional models have.
There were question about forecast ability and realisms in spite of impressive looking presentation .

Tom Schlatter commented whoever conduct regional OSSE must justify their work.

- Updated material for MTGIRS OSSEs
We were reading to understand his work, we used the extended abstract for  8th WRF workshop report  in June 2007 at NCAR, which .  We found  many thins are not clear in this manuscript but clarified in midterm report posted at

http://www.emc.ncep.noaa.gov/research/JointOSSEs/forums/Meso-Regional-OSSE/MTGIRS_MR_fin.pdf

http://www.emc.ncep.noaa.gov/research/JointOSSEs/forums/Meso-Regional-OSSE/05-MTGIRS_OSSE_MTG3rdWS.ppt
Michiko Masutani 071219

Hans Huang  said EUMETSAT wanted NR with 4km. I told him that we cannot spend much time for just pretty pictures. 

I think we have to educate satellite community instead of following their order. 

Fuzhong Weng  071219
I agree OSSE people should stick on their science principle.

Fuzhong

Michiko Masutani 071219

Fuzhong: 
I am very glad your commitment to good science.  Your work in interfacing among scientists, management and technological industries allow scientists to stick on our science principle. 

I hope OSSEs will be able to investigate small impact of GOES and improve the performance while preparing for GOESR. 

 
Steve Weygandt  071220

I just wanted to reiterate a bit of what we learned from our experiences working in conjunction with you and others to complete the regional lidar OSSE. The regional OSSE definitely should be coupled with (and run as a subset of) a corresponding global OSSE. This is because the impact of any new global observing system can affect a regional assimilation cycle through two pathways: 

1) the direct assimilation of the new observing system by the regional DA system and 


2) the effect of modified lateral boundary conditions from the use of the new observing system in the global DA system. In order to get a realistic assessment of the regional impact, the OSSE must account for both of these observation impact pathways. 

The regional nature run should closely match the global nature run (though adding additional detail). If global and regional nature runs diverge too much, the regional data assimilation (using observations extracted from the regional nature run) and the lateral boundary conditions will force the regional cycle in somewhat different “directions” and the verification (computed against the regional nature run) will not correctly  represent the impact of the lateral boundary condition pathway. 

I welcome any discussion of these issues. 

Ad Stoffelen to Steve  071220

Dear Steve, 

I agree with your analysis when the objective is absolute impact assessment by regional OSSE. This is the objective of the joint OSSE. However, other, perhaps less operational, objectives could exist to conduct OSSE-type studies. If these objectives and the limitations of such OSSEs are clearly stated, I do think that a less ambitious OSSE could be worthwhile. However, for any OSSE-type study the concept of a full OSSE should be clear, as well as the effect of possible simplifications in order to be able to draw any scientific conclusions from it. 

For example, we conducted so-called SOSEs (see www.knmi.nl/~marseill) for relative impact assessment of different DWL observation scenarios. We assume that the relative impacts will be correct in this setup, but absolute impacts may differ. Data assimilation statistics were evaluated to assure a normal data assimilation process and analysis impact of the simulated scenarios. Or, an identical twin OSSE to investigate wind data assimilation properties in the tropics (Zagar et al, in press) in conjunction with the tropical dynamical balances. Such studies are quite useful before conducting more ambitious full-blown OSSEs for any new data types. 

I briefly talked with Hans Huang at an EUMETSAT MTG meeting about his OSSE. I first leave him to comment about the tension between the OSSE requirements by EUMETSAT and the scientific conclusions of his study at the 10 January presentation. Also a report will appear shortly as I understand it. 

Merry Christmas and a nice start of 2008, 

Ad 

Steve Weygandt 080109
Dear Ad and Hans, 

Thanks for you e-mails and the material you sent in response to my regional OSSE comments.  Sorry for my very slow response -- I have been extremely busy with other work since the holidays.  Ad, I definitely agree with your point that there are many useful  observation impact test objectives that can be pursued without  full-blown absolute impact OSSEs.  As you note, it is important to be very clear in describing exactly what assumptions / simplifications are being made. Thanks for the references on the SOSE technique – sounds like this is very useful for evaluating relative impacts.  Consistent with this notion, I should add to my original comments by noting that if a regional OSSE for a future observing system (that has data coverage beyond the regional domain) is conducted without  accounting for the lateral boundary condition impact (IE: the same  boundary conditions are used for all the experiments), the results  would still provide useful information, but would likely be a  conservative estimate of the overall forecast impact. 

Hans, Thanks for your longer report – it is very interesting with lots of additional details.  I have not yet finished reading it in detail, so I may have missed it, but was wondering about the lateral boundary condition treatment.  I was assuming that all experiments used the same LBC, but saw some mention of perturbation LBCs from Michiko’s summary.  I look forward to your presentation tomorrow and to following your work on this project. 

Steve 

Erik Andersson  to Hans Huang 071220

Ad, Hans, 

There has been some mention of EUMETSAT OSSE requirements in the e-mails I've seen this week (~4km resolution). Could you tell me more? I have not heard anything from them about it. 

Ad Stoffellen to Erik 071221

Hi Erik, 

Hans can of coarse tell you most about this, but since he is moving he may appreciate my help. Hans worked on OSSE for EUMETSAT concerning the planned IRS (hyperspectral sounder) on the next generation geostationary satellites (MTG-S). These sample at high spatial and temporal resolution and EUMETSAT require high model resolution to exploit the full potential of such instrument. 


-  Hans Huang to Steve,

I have no problem with your comments. You also know me well. I will keep you informed about our OSSE. 
We started a small EUMETSAT project in January and did not know the global OSSE effort until Michiko visited up in summer (?). By then it is too late to re-produce a mesoscale nature run.

I think my now you have already got my response to Tom's comments from Michiko. As Tom does not work on Fridays, I really hope to know further comments from your group on this matter. 

- Hans Huang to Erik,

Jean-Noel knows everything about MTG-IRS. I got a study project from EUMETSAT. I hope the report Michiko posted can also give you an idea what I (my group) have been doing.


- Hans Huang to Lars Peter and Fuzhong, 
I would like to hear your comments before making my travel arrangement. I plan to fly in DC Jan 9 evening and back on Jan 12 morning (have Jan 11 flexible). However, I do not want to cause any problem to you.

As you may already read from my responses to Tom's comments, here is a short summary of our mid-term report and ppt (we have not got time to write the final report yet).

1. a 5-day free run, 4km, using ETA as LBCs. 
2. calibration runs.
3. simulated observations (provided by EUMETSAT)
4. assimilation runs, 12km, using GFS plus perturbations as LBCs.


[NICAM -  global meso scale model]
NICAM web site is:

http://www.ccsr.u-tokyo.ac.jp/~satoh/nicam/index.html 
- Michiko to NICAM 
The Nature run (NR) for the Joint OSSE in T511 (13 month long) and T799 (two 5 week long) are provided by ECMWF and we will concentrate on OSSE using these NRs for next few year.  However, soon or later we have to work on higher  resolution OSSEs with higher resolution nature run to study data impact in  mesoscale events.  This will involve regional DAS and possibly involve  regional NRs.  Since mesoscale OSSE consume large amount of resources,  we need to work on long term plan. 

We will have a meeting on long term plan for meso scale OSSE on November 29 at 10am EST at NOAA/NCEP in Washington DC.    In that meeting we will discuss about several candidates for the meso-scale NR. We are considering NICAM is one of the most strong candidate for the 
meso-scale NR.   I  hope I will be able to provide some progress in 
NICAM.  I found web site 
http://www.ccsr.u-tokyo.ac.jp/~satoh/nicam/index.html 
However, there seems to be more material in member only web pages.   I 
hope you will be able to provide more information about progress in 
NICAM. 

A few questions I have are: 

    I think all movies on web sites are from 7km model.  Is this 
    correct? 

    When I met Dr.Matsuno in January 2006, he mentioned 3.5km 
    NICAM model will became unstable after 3 month integration. I 
    wonder how long 3.5 km NICAM model runs these days. 

    I have heard spectral of NICAM showed 3D turbulence 
    characteristics.  Do you have any diagram to present spectral 
    characteristics of the NICAM? 

- Masaki to Michiko 071227 

Thank you for your interests on our studies. 
I am responding to the questions you raised below. 

First, I will let you know our recent results from an MJO simulation for Dec. 2006. 
This is 3.5km-mesh simulation for a week. 

http://www.ccsr.u-tokyo.ac.jp/~satoh/tmp/olr_gl11_061225-061231.mpg 

All the animations on the nicam web page is from 3.5km-mesh runs. 
We typically integrate the 3.5km-mesh runs for a week, and have not yet tried 
for longer dayes because of limitation of computer resources. 
For 7km and 14km-mesh experiments, we have integrationg more dates, 
say about 100-200days. 

NICAM has been improved nicam so as to be run stably for longer days. 
We are also working for energy spectrum analysis, but not yet have any results. 
We are more intersted in comparison with satellite observations. 
The attached file is one example of studying cloud size statistics. 

Please use the above materials  just only for the workshop, and do not distribute them to others. 

Regards, 
Masaki Satoh 
$$Exchange between Michiko and Masaki Satoh$$

Responses from Masaki are in italic


- In the slides you sent us, cloud pattern of MTSAT and NICAM look  very similar.  We wonder how you initialize the NICAM.  You said that you integrated  3.5km model for one week.  Did you start from analysis and run for one week? Or you took initial condition from 7km model?

We just use the reanalysis data as an initial condition. 

The ncep 1deg x deg data was interpolated to the 3.5km-grid interval mesh. 
-   Dr.Inoue, showed the realistic cloud size but people are interested

in realistic cloud type as well.

Yes. This is what we are currently working. 

But cloud types are classified by many different ways. 

We use the ISCCP simulator that is one of this sort of analysis tool, and are interested in comparison with other satellite data (e.g. trmm, cloudsat/calipso) using satellite simulators. 

- At NCEP including stratosphere and ocean is considered to be importantto produce realistic MJO.  I wonder if you find just increasingresolution without coupling with ocean  helped to produce realistic MJO.

The recent paper by Miura et al.(2007) showed the result.  

http://www.sciencemag.org/cgi/content/abstract/318/5857/1763
In his simulation, realistic MJO is reproduced without coupling with ocean and (deep) stratosphere, 

though in the simulation lower part of the stratosphere is also calculated. 
- Tom Schlatter commented the nature run model must have good forecast

skill, which may not be same as realistic looking of the model.  I

wonder if you have any idea about forecast skill of NICAM.

We are currently trying to quantify the skill of NICAM. 

The main improvement of the simulation is tropical convection, 

so we do not think the heuristic z500-index is useless. 

We are looking the correlation of the vector potential or other proxies. But we only have limited cases of simulations, and will not have sufficient statistics of the forecast skill.  

- Jim Purser was in the meeting and happy to see that Fibonacci grid was mentioned in your paper.  His locally high resolution grid is attached.Is this a kind of grid you could consider?

Thank you. We also use similar stretched-icosahedral grid. 

Dr. H. Tomita has recently submitted a paper on this subject: 

H. Tomita (2007) "A stretched grid on a sphere by new grid transformation and its applications "submitted to J. Meteor. Soc. Japan, special issue. Attached file is an example. 

[Requirement for the future Nature  Run]

The NWP mode must have good forecast skill
Distinction between simulation of observation for OSSE and for visualization  and forecast skill.
At least 3 month lower resolution run with same model is required to provide a period for spin up for bias correction. 

There will be very little or no noise for switching to higher resolution model.  The length of the high resolution model can be shorter
Must have a good TC or severe weather in the nature run period.

Sufficient number of vertical levels.  Minimum 91 levels.

Some degree of coupling with ocean and land surface

If it is regional, the effect of the lateral boundary must be evaluated.


This could be a s large as data impact.

A list of verification method must be produced by Joint OSSE.

Enegy spectrum

Realistic Cloud distribution
Realistic Cloud type distribution 
Cyclone statistics

Tropical waves

Hurricane


Warm core


Max wind (Katrina 1mi average 

Realistic convective cell

[Update on simulation of radiance]

There are two streams of effort in simulation of radiance data


A.  state of art strategies by using complete data set for T799 NR period.  (DB91L for HIRS foot print is posted at ftp site) 
ftp://ftp.emc.ncep.noaa.gov/exper/mmasutani/SIMOBS/DBL91T511/OCT05/HIRS 
These data are generated by Jack  and a program to read these data are posted at 
ftp://ftp.emc.ncep.noaa.gov/gc_wmb/jwoollen/nrpoes 


 DB91L  produced for this group should  be also useful for CRTM developers. 

B.  Simulation for thinned data for complete 13 month NR period (Currently working on May05-Oct05).  This may be sufficient for calibration. 



-  DB91L
 Data set with 91 level NR profile at foot print. 

NR data interploated to foot print of satellite observation.

Use the orbital data patterns from BUFR dump files and save with interpolated NR data in 91 sigma levels with all surface data including climatological data from ECMWF.

DB91L can be saved either 6 hourly or every 6 min depending on the amount of data.

DB91L data will be saved in binary format not in bufr


- Discussion on December 6
We need to speed up the simulation of radiance to produce data for precursor run.  The simulation has to be repeated with better designed method.  While NCEP/NESDIS are working on this quick work, GMAO will work on strategies for  simulation of radiance which will be used for OSSEs.

Michiko suggested 5% TCC for cut off to simulate clear sky radiance.  Jack pointed out that will eliminate large number of good stratospheric channel, which can produce clear sky radiance even if TCC is large.

Jack proposed using quality mark from real world.  Radiance data were preselected, thinned,  cloud cleared and quality marked.  

1. Jack will produced DB91L for foot print used by GSI

2. Tong and Haibin will produce profile for selected foot print

3. Jack will add QC to the channel which were not used by GSI

Since the data will based on real cloud we will ended up producing clear sky radiance at cloudy area and missing data from clear area in NR.  However, this is good enough for precursor run.

- Producing Thinned Radiance data

Jack Woollen 071215 

I'm working on what was discussed at the last meeting, which is modifying my code to use the radstat files as templates for the DB91L data.  I'm hoping to begin making product, starting in May2005, early next week. It should take a couple weeks after that to produce May2005-Sep2005.  I'll store each month of files as they are created, so Haibing and Tong Zhu can be working on them asap. 


The first set of thinned data were produced

Index of ftp://ftp.emc.ncep.noaa.gov/gc_wmb/jwoollen/thinned
	goes10_sndr_2005050200.dbl91
	1647 KB
	12/18/2007
	8:36:00 PM

	goes12_sndr_2005050200.dbl91
	1224 KB
	12/18/2007
	8:36:00 PM

	noaa14_hirs2_2005050200.dbl91
	18024 KB
	12/18/2007
	8:36:00 PM

	noaa14_msu_2005050200.dbl91
	13187 KB
	12/18/2007
	8:36:00 PM

	noaa15_amsua_2005050200.dbl91
	34127 KB
	12/18/2007
	8:36:00 PM

	noaa15_amsub_2005050200.dbl91
	13162 KB
	12/18/2007
	8:36:00 PM

	noaa16_amsua_2005050200.dbl91
	33683 KB
	12/18/2007
	8:36:00 PM

	noaa16_amsub_2005050200.dbl91
	13077 KB
	12/18/2007
	8:37:00 PM

	noaa16_hirs3_2005050200.dbl91
	23004 KB
	12/18/2007
	8:37:00 PM

	noaa17_amsub_2005050200.dbl91
	13239 KB
	12/18/2007
	8:37:00 PM

	noaa17_hirs3_2005050200.dbl91
	23524 KB
	12/18/2007
	8:37:00 PM

	rdthin
	1 KB
	12/18/2007
	8:37:00 PM

	rdthin.f
	4 KB
	12/18/2007
	8:37:00 PM

	surface.lst
	3 KB
	12/18/2007
	8:37:00 PM




Please see if you can work with them. When you simulate the channel (btmp) data please write a binary file similar to this one.

For example each record would be written with  "write(50)  nsat,nchn,(satn(n),n=1,nsat),btmp(n),n=1,nchn)" .

See rdthin.f for defintion of the satn array. When someone sends me a btmp file I can make it into bufr data.



Jack Woollen 071220

I setup programs to mass produce the thinned dbl91 data. 
The first batch of tarfiles is on haze in /ptmp/wx20jw/TARZ, 8 days in May2005. 
Take a look and see where it might go for archive. Its about ~.75GB/day. 
That would be ~22.5GB/month, or ~135GB/6months. This is not a really huge amount. 
Maybe just store it on hpss where the NR is? 

I still want to hear from Tong or Haibin before letting loose. 

-  Surface Emissivity 
CompareRad_Emis  by Ron Vogil 

This program outputs brightness temps simulated by CRTM using severa different emissivity inputs.
[Progress at GMAO]
Ron Errico 080109

We are proceeding on simulating the radiance observations. It took us a while to get all the correct CRTM components. The initial tests of our algorithm for simply including (and later tuning) cloud effects appear good. We are planning on producing both IR and MW radiances. We will make the BUFR datasets and software available when complete. 
[Surface type for radiance]
David Groff  wrote  071119 

1) Ron and I had a discussion in regards to what type of surface data might be useful for what you are doing. 
   We are not sure what data you need, but the following is information on GDAS (analysis) data that we have used   in the past to fill CRTM inputs. 


2)  Here is information on GDAS surface datasets that I have used in the past to create CRTM 
     surface datasets: 

GDAS (analysis) grib files that contain surface information (which can be used to fill CRTM surface components) are located at /gpfs/m/nco/ops/com/gfs/prod (on mist). 
Look for files with names like gdas1.t00z.sfluxgrbf01. The f01 refers to the forecast hour 
and the t00z refers to the initial time. The data only goes back about 10 days. 
However, Quanhua Liu or Jesse Meng may know where an archive of this data can be obtained. 
If you wgrib these files from the command line you can get a list of the variable names 
included in these files. You will see that VGTYP (vegetation type) and SOTYP (soil type) 
are among the variables included in the files. 

3) Here is information Ron provided in regards to the GDAS data he used as input into the CRTM: 

on haze: 
/com/gfs/prod/gdas.YYYYMMDD/gdas1.tHHz.sanl (atmospheric variables) 
/com/gfs/prod/gdas.YYYYMMDD/gdas1.tHHz.sfcanl (surface variables) 

Relevant parameters in the file, gdas1.tHHz.sanl 
are these: 
!    lon - longitude(degree) 
!    lat - latitude (degree) 
!    p_lev - atmospheric level pressure (hPa) 
!    prof - atmspheric profiles 
!               prof(:,:,:,1) : atmospheric temperature (K) 
!               prof(:,:,:,2) : atmospheric specific humidity (kg/kg) 
!               prof(:,:,:,3) : O3 mixing ratio (kg/kg) 
!    windV - wind u and v components near the surface 
!            windV(:,:,1) : u,.the first element of the u profile array 
!                            (zonal wind (m/s)) 
!            windV(:,:,2) : v, the first element of the v profile array 
!                            (meridional wind (m/s)) 

Relevant parameters in the file, gdas1.tHHz.sfcanl 
are these: 
!    lon - longitude(degree) 
!    lat - latitude (degree) 
!    flags_sfc - flags or types 
!               flags_sfc(:,:,1) : sea-land-ice mask (0-sea, 1-land, 2-ice) 
!               flags_sfc(:,:,2) : vegetation type (integer 1-13) 
!               flags_sfc(:,:,2) : soil type (integer 1-9) 
!    sfc - surface variables 
!            sfc(:,:,1) : surface temperature (K) 
!            sfc(:,:,2) : first layer soil volumetric water content () 
!            sfc(:,:,3) : second layer soil volumetric water content () 
!            sfc(:,:,4) : third layer soil volumetric water content () 
!            sfc(:,:,5) : fourth layer soil volumetric water content () 
!            sfc(:,:,6) : first layer soil temperature (K) 
!            sfc(:,:,7) : second layer soil temperature (K) 
!            sfc(:,:,8) : third layer soil temperature (K) 
!            sfc(:,:,9) : fourth layer soil temperature (K) 
!            sfc(:,:,10): snow depth (m) 
!            sfc(:,:,11): deep soil temperature (K) 
!            sfc(:,:,12): vegetation fraction () 
!            sfc(:,:,13): canopy water (m) 
!            sfc(:,:,14): roughness (cm) 
!            sfc(:,:,15): t2m (K) 
!            sfc(:,:,16): q2m (kg/kg) 
!            sfc(:,:,17): Ice temperature (K) 


Let me know if you have any questions. 

Thanks, 
Dave 



Michiko Masutani wrote: 


Ron: 
We want  to generate input for CTRM from climatology files. 
Could you suggest files we can used 
I fond files in /nwprod/fix 

global_vegtype.1x1.grb 
global_vegtype.1x1.grb 
global_soiltype.1x1.grb 
etc. 
Michiko 

[Simulation of DWL]
KNMI is funded for simulation of DWL
GMAO is working on simulation of  GWOS lidar


Arlindo DaSilva will simulate additional gas 


Matt McGill will simulate DWL data

SWA
Signal processing; data utility; cloud effects


Simulation of DWL 

[Scatterometer data]

KNMI is seeking for funding for simulation of scatterometer

"SeaWind" from QuickScat is definitely important for calibration of OSSE.  

"SeaWind" from ASCAT will  be used for calibration or testing data assimilation system.  NCEP is still working on database and assimilation of ASCAT data. 

OSSEs for XOVWM at US  require additional funding. 

[UAS]

Progress at ESRL 

[Comments on Collaboration]

Joint OSSE requires many small and big help to each other..  Michiko is keeping track all small, medium and big help provided.  Sometime it is not easy to acknowledge all helps. Once support are forgotten, they will not be funded, then we will lose them.
