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[Tom Schlatter wrote to Erik Andersson on 2/12/07]
Erik, some time ago you sent to Michiko a nice description of how

to generate hypothetical observations from a nature run.

Here is what you said:

---------------------------------------

This is what I would do about representativeness error in OSSEs.  The 

observation input (y) to an assimilation system is provided in terms 

of departures, d=y-H(xb), from what is already known (the background, 

xb), using the observation operator (H).   Lorenc(1986) has explained 

that errors in this observation minus model comparison can be due to


1) pure observation error


2) errors in H, contributing to representativeness error

3) observed features that are not resolved by the model, also contributing to representativeness error

4) background error.

In every-day DA the sum of the first three error sources is 

represented by the 'total observation error', sigma_o.  The fourth one 

is the subject of background error modeling.

In OSSEs we replace y with H(NR)+P where P is a perturbation, so that

d_OSSE = H(NR) + P - H(xb).

For a well calibrated OSSE it is essential that d_OSSE has the same 

variance as real departures (d) have (for existing observing systems), 

and would have (for simulated observing systems).  THIS MUST BE 

VERIFIED at the start of an OSSE.   Agreement is achieved by adding a 

perturbation P to each observation, drawn randomly from a sample with 

the appropriate error variance, with three contributions:

1) pure observation error

2) errors in H, contributing to representativeness error 

(footnote: this has tobe added unless the OSSE would use a different observation operator to generate the NR observations H1(NR), than the one used in the assimilation H2(xb), such that the difference between H1 and H2 was typical of actual observation operator uncertainty – but this is not what is usually done)

3) observed features that are not resolved by the NR model, also contributing to representativeness error.  In our case all OBSERVED atmospheric 

variability on scales smaller than the T511 resolving power.  In the free atmosphere this source of variance can be nicely estimated from variance spectra - for near-  surface observations one component of the perturbation could be dependent of the sub-grid-scale orography (at T511) Note that this contribution to P is different for different observing systems, depending on their spatial and temporal averaging and sampling characteristics.  For example, a radiosonde is a point measurement so its representativeness error would be quite a bit larger than that of a line-averaged Doppler Wind as provided by the ADM (as discussed thoroughly by Ad Stoffelen and Gert-Jan Marseille in their simulations).

   Erik

---------------------------------------------------

There is only one part of this I don't follow.  When you apply H to 

the nature run,haven't you already added part of the representativeness error, as described in 2)above, namely the part due to interpolation and an imperfect forward model?  I don't understand why you have to make this part one of the three components of the perturbation P.  I'm hoping you can straighten me out.

Here is the way I look at it:

The forward model produces an estimate of the observed value by means 

of temporal and spatial interpolation and, if necessary, a transformation of variables.  Both are subject to errors, but the higher the resolution of the model, the smaller the interpolation error, and the more accurate the transformation of variables, which may involve complicated mathematical formulas and sophisticated physical concepts, the smaller the error in the transformation.  Even if these two operations produced perfect results, there is still a discrepancy between the scale represented by the estimated observed value, which has essentially the same scale as the model from which it is derived, and the scale represented by the actual observation.  Thus, the forward model itself is only responsible for part of the representativeness error.  This part depends only upon the type of forward model employed and the model resolution.  The other part is due to the difference in scales represented by the model and the observation.  This latter part depends upon the physics of measurement, namely, what volume of atmosphere the instrument samples and how.  Clearly, this part is different for each observing system.

This has practical implications for the generation of hypothetical observations from the nature run.   When the forward model H is applied to the nature run, part of the representativeness error has already been added, the part pertaining to the interpolation and, if relevant, the transformation of variables.  Two other errors must be added before the hypothetical observation is complete: 1) an error that takes into account the difference in scales between the nature run grid volume and the volume sampled by the observation and 2) a measurement error associated with the instrument.

Thanks in advance for your help.

Tom

[Erik Andersson wrote to Tom Schlatter on 2/19/07]
Under my bullet 2) there was a footnote: 

    2) errors in H, contributing to representativeness error 
(footnote: this has to be added unless the OSSE would use a different observation operator to generate the NR observations H1(NR), than the one used in the assimilation H2(xb), such that the difference between H1 and H2 was typical of actual observation operator uncertainty – but this is not what is usually done) 

Errors in H and in interpolations to the observation point certainly contribute to the H(x)-y departures in the 'real world'. If you were to perform an OSSE running with the same grid and the same H as that used to generate the observations, then these errors would contribute equally both in the generation of y=H(NR) and in the calculation of departures, and they would cancel. Therefore there is a need to add perturbation explicitly, OR to use two different H-operators, and two different interpolations/grids. 

In the latest teleconf I heard the team are contemplating to use two different H for the radiances (I think RTTOV would be used to generate the NR observations, and OPTRAN would be used for the departures in the subsequent OSSE assimilation). That would be a good idea, I think. Anyhow, it remains important to check that the OSSE y-H(x) departures are showing realistic st.dev and bias statistics. 

Hope this is answers your question. 

Regards, Erik 
[Tom Schlatter Revised his note]

http://www.emc.ncep.noaa.gov/research/osse/NR/RepE/RepE.Jun06-061116.doc

2.3.
Assignment of realistic observation errors 

Section below revised 20 Feb 2007 by Tom Schlatter
Application to OSSEs:

In practice, real observations come with only an instrument error; they are inherently representative of the volume of atmosphere sampled.  The representativeness error arises from the forward operator and has the two components mentioned above.  We account for instrument error and, if we are rigorous, also for the representativeness error, when we specify the observation error covariance in the penalty function that is part of variational analysis.  In practice, we compute
[image: image1.wmf])

(

x

H

, not 
[image: image2.wmf])

(

t

x

H

.

Note that 
[image: image3.wmf])

(

)

(

)

(

)

(

f

r

t

f

t

H

y

H

x

H

x

H

e

e

e

+

+

=

+

=

 for linear H.  If H just involves interpolation, then 
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 where the ^ indicates an interpolated value.

In an OSSE, one uses a forward model to generate an observation.  After the forward model is applied to the gridpoint values of the nature run, we have an “observation” that contains representativeness error (precisely as defined above) but no instrument error. 
Thus, one should add an appropriate instrument error to this quantity to improve realism.  

The finer the resolution of the nature run and the more accurate the forward model, the smaller the respresentativeness error will be.  Ideally, one should use the most sophisticated forward model available in generating observations from the nature run, and a different operational forward model in the assimilation phase of the OSSE.

If the assimilating model, operates on the same grid as the nature run model and uses the same observation operator H as used to generate the simulated observation, the representativeness error arising from the nature run will match that arising from the assimilating model, and when y-H(x) is calculated, the two will cancel.  In other words, 
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In the result, 
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 the representativeness error has disappeared.

In this case, it is necessary to add a separate random representativeness error to the simulated observation before it is assimilated.
Both instrument and representativeness errors must be accounted for in the observation error covariance matrix used during the assimilation.
One way to ensure that measurement errors, representativeness errors, and forecast (background) errors are all properly specified is to compare the statistical properties of y-H(x) of the OSSE with those of real world assimilation for each observing system.  They should match.
[Some questions after meeting on Feb 22nd]

Gert-Jan Marseille
If T799 nature run is produced for every 1 hour  no time interpolation between archived fields is required and observations may be simulated at 1-hour resolution.
Is this the strategy shared by the whole observation simulation group ?

Jack Woollen

We could adjust observational error so that we can use existing back ground error covariance.

Michiko suggested that  we should use same RTM for simulation and assimilation to start and make sure all other problem such as cloud problems are cleared.

In the meeting at NCEP with Jack, Yucheng, Yuanfu and Michiko discussed that identical (fraternal) twin OSSE may be useful identify the real problems. There are so many negative impact for very good data.

[Ad Stoffelen wrote on 3/6/07]

To those concerned,

Gert-Jan Marseille pointed me to some issues on spatial representativeness in the document provided by Tom Schlatter.

1) The issues of simulation of observations from the nature run and assimilation of the simulated observations appear not clearly separated. This is, why is x introduced in section 2.3? x_t is the nature run and is needed to simulate the observations. x is another NWP model's representation of x_t (x_t remains the reference state), but only relevant at the stage of assimilation of simulated observations, which stage is documented later on.

2) Under the heading "Application to OSSEs" it reads "After the forward model is applied to the gridpoint values of the nature run, we have an 'observation' that contains representativeness error (precisely as defined above) but no instrument error.". Ealier it reads H(x_t) = y_t + e_r which I would put rather as  y_t = H(x_t)+ e_r . So, "after the forward model is applied to the gridpoint values of the nature run, i.e. H(x_t), we have an 'observation' y_t that still lacks representativeness error e_r". The representativeness error e_r is the true atmospheric variance not present in x_t (since truncated) and therefore lacking in the projection to y_t. After this variance has been added as a random contribution to the forward model, an observation with realistic variance appears.

In summary, both x_t and y_t are drawn from an assumed truth. Where x_t and y_t collocate, the truncated x_t can be extended by assuming some random local variance resolved by y_t but not by x_t. The same mechanism may be applied when y_t is sensitive to variables not available in x_t: the expected variance in y_t due to these variables should be added to H(x).

3) Grid cell volume or spectral truncation is explicitly mentioned as the reference atmospheric cell size. In practise, as is documented in our note on spatial representativeness, NWP models do not describe atmospheric variance down to these scales realistically. The determination of the truncated spatial variance spectrum in the nature run for the relevant meteo variables should be well established for a realistic simulation of representativeness errors.

We hope these points can be clarified.

Best regards,

[Tom Schlatter 3/13/07]

Prompted by Ad's recent email, I've revised again Section 2.3 of the 

chapter on OSSEs, which Michiko has circulated several times already.  

Only this section is attached, with the changes marked in blue.  I 

very much appreciate the diaglogue I have had with all of you.  It 

helps to clarify my thinking.  If you still find muddy thinking in 

what I have written, I welcome further comments.

I did not specifically address Ad's last remark in the text revision:

"Grid cell volume or spectral truncation is explicity mentioned as the 

reference atmospheric cell size.  In practice, as is documented in our 

note on spatial representativeness, NWP models do not describe 

atmospheric variance down to these scales realistically.  The 

determination of the truncated spatial variance in the nature run for 

the relevant meteo variables should be well established for a 

realistic simuluation of representativeness errors."

The grid spacing sets the minimum size of features that can be 

resolved by the grid.  I agree that this minimum size is significantly 

larger than a grid volume.  I also agree that, in order to estimate 

the representativeness error, it is important to look at the truncated 

spatial variance in the nature run for each observed variable.  

Unfortunately, however, we do not have a variance spectrum for 

observations, unless we have a very dense observing network, and this 

spectrum is situation dependent.  For example, though two thermometers 

of the same design may sample similar volumes, a morning observation 

in a mountain valley might safely be considered representative of a 1-

km radius, whereas an afternoon observation with a similar thermometer 

on the plains in well-mixed conditions might be considered 

representative of a 100-km radius.  Realistically speaking, the 

representativeness errors associated with these two temperature 

readings should be very different.  I think that a model-derived 

spectrum for different observed parameters is useful, but I know of no 

good way to get the corresponding spectrum for observations.

I welcome further discussion.

Tom

2.3.
Assignment of realistic observation errors  (Revised)
The following definitions pertain to data assimilation in general.

The observation:
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y is the observed value, measured by some instrument.  The subscript t refers to the true atmospheric value.  We define the true value as the weighted average of the true atmospheric values within the volume sampled by the instrument.  Petersen (1968) defined the “true” observation in this way, but quantitatively by means of an integral.  Different instruments sample different volumes so that the true value of temperature appropriate for a rawinsonde may not match the true value appropriate for the AMDAR system aboard a commercial jet, even if the two observations are assigned to the same location and time.  Thus, the observed “truth” is very much scale-dependent, but defining it in this way avoids difficulties later.  

εm refers to errors incurred during measurement or subsequent data processing.  The errors can be random or systematic (biased).

The model state:
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The state of an assimilating model is defined by a set of parameters stored at the points of a model grid, or, alternatively, by a set of spectral coefficients.  As noted above, we follow Lorenc (1986), in defining the true model state xt as the true atmospheric state containing all scales from long waves down to cloud microphysics, but spectrally truncated to the model resolution.  Scales of motion that cannot be captured by the model grid (or within the spectral truncation) are not included in the definition of the true state. The numerical model forecasts the state x, but the forecast is subject to error εf , the result of truncation associated with finite differencing, imperfect dynamics, and flawed recipes for physical processes, whether parameterized or not.

The forward model:

H(x)
Forecasts are usually verified against observations (sometimes against an analysis).  Because observations hardly ever fall on model grid points, it is necessary to map the model forecast to the observation in order to make a direct comparison.  The forward model H does this.  Another name for H is observation operator (refer to earlier chapter…which one?) because H operates on the model grid to generate a pseudo-observation, a best estimate of the observed value.  It relies on the parameters computed by the model on the model grid in order to make a best estimate of the observed value.  Sometimes the calculation is as simple as 3-D linear interpolation, but if the observed quantity does not match one of the predicted quantities, then H will also involve a transformation of variables.  For example, the model may predict relative humidity, but the observed quantity is column integrated water vapor.  In this case, in addition to interpolation, the forward model has to convert the predicted relative humidity and temperature to a specific humidity and integrate specific humidity vertically from the surface to the top of the model atmosphere.  

Representativeness: 
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If the forward model
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could be applied to the true values on the model grid (unknown in practice), we would have an observation that still lacks representativeness error
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 is itself truncated) and therefore lacking in the projection to
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.  This error has two causes: 1) The model grid volume does not match the atmospheric volume that is the object of measurement.  If the observed volume is small compared to the model grid volume, the measurement will represent scales of motion that the model grid cannot resolve.  From the model’s standpoint, the observation contains sub-grid scale noise, and this will contribute to the value of εr.  If the observed volume is larger than the model grid volume (e.g., a measurement of radiance in the microwave portion of the electromagnetic spectrum could involve a volume of atmosphere larger than the model grid volume), then the forward model will be an averaging operator rather than an interpolation operator.  From the model’s standpoint, the observation is too smooth.  2) If a transformation of variables is included in H, the relationship is imperfectly known or it is approximated in order to minimize the number of computations.  This also contributes to the value of εr.  To summarize, representativeness error arises from the mismatch between the model grid volume and the volume sampled by the instrument and sometimes also a mismatch between the observed and predicted variables.

Application to OSSEs:

In practice, real observations come with only an instrument error; they are inherently representative of the volume of atmosphere sampled.  The representativeness error arises from the forward operator and has the two components mentioned above.  We account for instrument error and, if we are rigorous, also for the representativeness error, when we specify the observation error covariance in the penalty function that is part of variational analysis.  In practice, we compute
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By contrast, in an OSSE, one uses a forward model to generate an observation.  After the forward model is applied to the gridpoint values of the nature run, we must add a random contribution
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 to the forward model output in order to account for the missing variance.  After that, we must also add an appropriate instrument error to improve realism.  In summary, we must compute 
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The finer the resolution of the nature run and the more accurate the forward model, the smaller the respresentativeness error will be.  Ideally, one should use the most sophisticated forward model available in generating observations from the nature run, and a different operational forward model in the assimilation phase of the OSSE.

As will be noted presently, the difference between the observed and background values,
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, is a fundamental quantity in data assimilation and OSSEs.  We use the subscript n to distinguish between a hypothetical observation yn extracted from a nature run, and a real atmospheric observation y.  We also distinguish between the forward operator Hn used in the nature run to extract observations and the possibly different forward operator H used in the model that assimilates the observations.   In an OSSE, the difference between a hypothetical observation and the assimilating model background is
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The full representativeness error in this expression is 
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.  If the nature run and the assimilating model are computed on identical grids and the two forward models are the same, then the last two terms cancel.  In either case, the observation-minus-background difference is the sum of three numbers: the measurement error, the representativeness error, and a background error transformed by H.  Realistic estimates of the variances and spatial covariances of these errors must be estimated for an effective OSSE. 

One way to ensure that measurement errors, representativeness errors, and forecast (background) errors are all properly specified is to compare the statistical properties of y-H(x) of the OSSE with those of real world assimilation for each observing system.  They should match.
[Ad Stoffelen  3/16/07]
Dear Tom,

My last remark may be addressed in the most simple way by Erik's suggestion to determine real O-B and O-A distributions for every distribution we want to simulate, e.g., moored buoy pressure, mountain region T's on winter mornings, etc. If we are able to simulate these O-B and O-A distributions in the OSSE for all observation types we probably do fine. To go from O-B to O we need to assume known B covariances. The implicit assumption in this approach is that the representative scales and variables of the nature run model and associated forward models are the same as those of the assimilation model. If the assimilating model would be much coarser or contains less variables, then the O's would need to be inflated accordingly.

In the ADM OSSE we basically took this approach and verified operational and OSSE O-A and O-B for all observation types.

I agree other tests will be more cumbersome. For example, assume k-power spectra for classes of conditions that are observed. For example, I used the example of a scatterometer in my note. You could also compare a long temporal observation series of pressure with a similar temporal series of the nature run in terms of temporal spectrum. I know people that looked at cloud spatial scales, etc.

Certainly I agree that it is beyond any scope to estimate the expected observation error for any specific condition, like the representativeness of a T reading on a mountain southerly slope at 10:00 in the morning. One has to be satisfied at some course level.

I hope this provides some further guidance.

Best regards,

Ad

[Ron Errico 4/10/07 response to Tom Schulatter's chapter on 3/13/07 ]

Tom and Michiko: 

When you have different forward operators in the NR and assimilation system you must consider how large a bias is introduced. The differences created may not be unbiased.  That is Ok if either the data assim system has the means of removing such biases (e.g., as it perhaps would for radiances) or it is similar in magnitude to the real bias of such operators. But, the point is, you must think about it and perhaps estimate it before employing it. This can also be a motivation for using the same forward model in which case it is easy to add a 
represent. error of entirely known characteristics. 

For discrete models, there is no fundamental mathematical difference between the error in obs models and and the scale issue.  This is because the latter also concerns a model, an interpolation model, that takes the model grid values and creates another set of numbers (integrated or interpolated values). The error in the latter case is simply the error of the interpolation model.  It helps to see this similarity. the nature of the error stats may be very different, but the fundamental presence is not. 

In one place (in blue on my screen) it says "The representativeness error is the true atmospheric variance"  The error is not the variance.  The variance is a statistic describing the distribution of errors (e.g. their pdf) and a single error itself is a realization from the distribution of errors.  I think there is another place that the same erroneous terminology is used.  The distinction is important because the fundamental statistical nature of the problem is important. 

A reference to Tarantola would be useful here.  I recommend reading the 1st chapter in the first edition of his book on Inverse modeling. 

It is not obvious to me that different forward models (observation operators) should be used. Using the same avoids the tedious task of characterizing the biases (which will be flow dependent) 
of one model vs the other, as described earlier. You still need to add an error that accounts for operator error.  Does the flow dependent nature of this error create a problem? For example, every time the same values of T, q, etc are input into the 2 forward models, the difference in their result (the simulated error of the OSSE result) is identical. Is this a characteristic of the real system? 

On the other hand, using different forward models, can yield exact 
values for the observations.  Just as you have the truth of the NR grid values to verify the assimilation, you can have a set of true observations. I have not thought this through, but 
I suspect this would require that (1) the subgrid effects in the NR are not considered and (2) no additional error is added to the observation operator except for intrument error. I also suspect, however, that if done this way, the innovation stats won't match those of the real system. But perhaps this can still be done by simply rethinking how to intepret what is the forward model, the observation, and their errors.  For example, you can consider the result of the forward model for the NR as the sum of the result from the forward model employed plus the repres. error that is added, and call this sum the value of the "true" observation. Then you add the obs error for instrument.  I think the interpretation of all the stats work out, but have not thought much about it. 

Although validation by Michiko in particualr has focused on changes of skill measures when the observ. data set is changed, this is not all that should be looked at. First for example should be the innovation stas and the stats of analysis increments.  The latter should include 
some measures of correlations, e.g. at least spectra.  Under some conditions (which?) if the innovation stats match so should those of the analysis increments. Comparisons of statistical means should also be made, but it is not clear to me that they should be expected to agree. 


Those are my quick comments. 

Ron E.

Michiko Masutani 070424

Initial Condition for OSSE

Jack has simulated conventional data and we are working on assimilating data.  One of the problems is to get appropriate initial condition.  Another one is constant fields. 

1) Start data assimilation from 12Z May 1st.

We agreed to start working on August 2005, however, making initial condition for August is not a trivial matter.  We could make initial condition from NR but that will be a significant project itself.

For the nature run 12Z May 1st is analysis fields which can be compared to any other analysis fields and real observation.  Simulated observation at 12Z May 1st  can be verified against real observation to check the simulation procedure.  Simulated observation at 12Z May 1st should be able to be assimilated with initial condition taken from operational archive.

Jack is simulating conventional observation for May, June, July as well as August 2005.   So we can start data assimilation from 12Z May 1st to reach August 2005.  In August 2005 we can add other simulated data.

2)  SST, and ICE 

Daily SST and ICE processed by NCEP is used for the Nature run.    I need confirmation from Erik.  So in our data assimilation we can use NCEP SST and ICE.

3)  Other constant fields

I wonder there are more constant fields required to simulate observation.  ECMWF agreed to provide any data required.  There must be some climatology  fields used to generate nature run.

Yuanfu Xie  070524
 http://www.emc.ncep.noaa.gov/research/osse/NR/May07/YXie.OSSErun.yy.ppt 

Yuanfu Xie summarized an experiment that assimilated perfect "conventional" data 
extracted from the ECMWF T511 Nature Run into a low-resolution version of the GFS 
using the GSI analysis package.  The simulation experiment ran for one week beginning 
on 1 May 2005.  The analyses indicate that the simulated conventional obs are behaving 
as expected in the assimialtion cycle.  

We notice wind fields are much closer to NR than  temperature.  Jack said SATWIND is included in his data.  This include SSMI wind and Quick scat wind.

Jack Woollen and Daryl Kleist 070524

[Temperature in prepbufr ] (Jack and Daryl) 

Jack and Daryl explained the historical reason for using virtual temperature as input for the DA program.  In prepbufr dry (sensible) temperature is saved.  However, GSI expects virtual temperature for RAOB data, but the simulated data for OSSE will keep dry temperature as an input to GSI. There is a flag TPC to indicate if the temperature is virtual (TPC=0) or sensible (TPC=1). 

The DA program was not handling dry temperature in RAOB correctly,   Daryl and Jack fixed the program and made it more flexible.  The new read_prepbufr.f90 is posted at
http://www.emc.ncep.noaa.gov/research/JointOSSEs/NR/May07/read_prepbufr.f90
Yoshiaki Sato 070525

I think it needs to define what is the conventional data, especially for AMV. AMV is very classic data and many people mention it is "conventional data".   Satellite retrieved wind data  shares the characteristics with the other satellite data:  # data distribution, spatial error correlation, etc.   Therefore, satellite data (i.e., SSMI winds & Scatterometer winds) must not be included in conventional data.  

And this is my request:  when we talk about MODIS data, please call it "MODIS-winds". 
Because MODIS is sensor name and there are many products from the MODIS sensor. 

Michiko Masutani  070525
In the meeting "Conventional data" was used for data simulated by Jack which is used for the initial test.  We should use another name like "prepbufr" for  ADPUPA  ADPSFC  SATWIND  AIRCAR  AIRCFT  SFCSHP

Which data to be included in initial test is another issue.  The presentation by Yuanfu shows there is some unbalance between temperature data and wind data.  SATWIND must be reprocessed using NR cloud.  

Ron Errico  070606

My concern is about the simulation of the current observations, not about future observations. We first need a control OSSE and that is what we can validate. We all need the control. 
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